CRYPTOGRAPHY, NETWORK SECURITY AND CYBER LAW
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS61 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Explain the concepts of Cyber security

» lllustrate key management issues and solutions.

* Familiarize with Cryptography and very essentigbalthms
» Introduce cyber Law and ethics to be followed.

Module — 1 Teaching
Hours

Introduction - Cyber Attacks, Defence Strategiesl arechniques, Guiding10 Hours
Principles, Mathematical Background for CryptognaphModulo Arithmetic’s,
The Greatest Comma Divisor, Useful Algebraic Stites, Chinese Remainder
Theorem, Basics of Cryptography - Preliminariegententary Substitution
Ciphers, Elementary Transport Ciphers, Other CipReaperties, Secret Key
Cryptography — Product Ciphers, DES Construction

Module — 2

Public Key Cryptography and RSA — RSA OperationgyMdoes RSA Work?, 10 Hours
Performance, Applications, Practical Issues, Pukéy Cryptography Standard
(PKCS), Cryptographic Hash - Introduction, Proies; Construction,
Applications and Performance, The Birthday Attabiscrete Logarithm and its
Applications - Introduction, Diffie-Hellman Key [Ekange, Other Applications

Module — 3

Key Management - Introduction, Digital Certifieat Public Key Infrastructure,10 Hours
ldentity—based Encryption, Authentication—I - Omay Authentication, Mutual
Authentication, Dictionary Attacks, Authenticatior 1l — Centalise
Authentication, The Needham-Schroeder Protocolp&es, Biometrics, IPSec-
Security at the Network Layer — Security at Differdayers: Pros and Cons,

IPSec in Action, Internet Key Exchange (IKE) PratipcSecurity Policy an

IPSEC, Virtual Private Networks, Security at thefdsport Layer - Introduction,

SSL Handshake Protocol, SSL Record Layer ProtoOplenSSL.

Module — 4

IEEE 802.11 Wireless LAN Security -  Backgroundutientication, 10 Hours
Confidentiality and Integrity, Viruses, Worms, a@dher Malware, Firewalls -
Basics, Practical Issues, Intrusion Prevention Betection - Introduction),
Prevention Versus Detection, Types of Instructioetddtion Systems, DDoS
Attacks Prevention/Detection, Web Service Securityiotivation, Technologies
for Web Services, WS- Security, SAML, Other Staxdar

Module — 5

IT act aim and objectives, Scope of the act, Majtwncepts, Important10 Hours
provisions, Attribution, acknowledgement, and dispaof electronic records,
Secure electronic records and secure digital sigest Regulation of certifying
authorities: Appointment of Controller and Otheffiadrs, Digital Signature
certificates, Duties of Subscribers, Penalties afjudication, The cyber




regulations appellate tribunal, Offences, Netwoekvige providers not to be
liable in certain cases, Miscellaneous Provisions.

Course outcomes The students should be able to:

» Discuss cryptography and its need to various agpins
» Design and develop simple cryptography algorithms
» Understand cyber security and need cyber Law

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Cryptography, Network Security and Cyber Laws —aed Menezes, Cengage
Learning, 2010 edition (Chapters-1,3,4,5,6,7,8,9102,13,14,15,19(19.1-
19.5),21(21.1-21.2),22(22.1-22.4),25

Reference Books:

1. Cryptography and Network Security- Behrouz A ForamyzDebdeep Mukhopadhya
Mc-GrawHill, 3¢ Edition, 2015

2. Cryptography and Network Security- William StallijgPearson Education,"]
Edition

3. Cyber Law simplified- Vivek Sood, Mc-GrawHill, $reprint , 2013

4. Cyber security and Cyber Laws, Alfred Basta, Naddasta, Mary brown, ravindr

kumar, Cengage learning




FILE STRUCTURES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 151S62 IA Marks 20
Number of Lecture Hours/Week 4 Exam Marks 80
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Explain the fundamentals of file structures andrthr@anagement.

* Measure the performance of different file strucsure

» Organize different file structures in the memory.

» Demonstrate hashing and indexing techniques.
Module — 1 Teaching

Hours

Introduction: File StructuresThe Heart of the file structure Design, A Sh
History of File Structure Design, A Conceptuabolkit; Fundamental Fil
Operations:Physical Files and Logical Files, Opening Filespdiig Files,
Reading and Writing, Seeking, Special Characteng, Onix Directory Structur
Physical devices and Logical Files, File-relatechtitr Files, UNIX file Syste
Commands; Secondary Storage and System Softwasks,DMagnetic Tap
Disk versus Tape; CD-ROMntroduction, Physical Organization, Strengths
Weaknesses; Storage as Hierarchy, A journey of &, Byuffer Managemen
Input /Output in UNIX.

Fundamental File Structure Concepts, Managing File®f Records :Field
and Record Organization, Using Classes to Manipul8uffers, Usin
Inheritance for Record Buffer Classes, Managinge#&ixength, Fixed Fiel
Buffers, An Object-Oriented Class for Record Fileecord Access, More abo
Record Structures, Encapsulating Record Operationa Single Class, Fil
Access and File Organization.

0 Hours

nd

D

Module — 2

Organization of Files for Performance, Indexing: Data Compressiorn
Reclaiming Space in files, Internal Sorting and &in Searching, Keysorting
What is an Index? A Simple Index for Entry-Sequeh&de, Using Templats
Classes in C++ for Object /O, Object-Oriented sapdor Indexed, Entry
Sequenced Files of Data Objects, Indexes thatoaréarge to hold in Memory
Indexing to provide access by Multiple keys, RetleUsing Combinations o
Secondary Keys, Improving the Secondary Index sirac Inverted Lists

,10 Hours
I

AY%

—

Selective indexes, Binding.

Module — 3

Consequential Processing and the Sorting of Largeiles: A Model for
Implementing Cosequential Processes, Applicatiorthef Model to a Gener:
Ledger Program, Extension of the Model to includatiMay Merging, A Secon(
Look at Sorting in Memory, Merging as a Way of $ugtLarge Files on Disk.

Multi-Level Indexing and B-Trees: The invention of B-Tree, Statement of {
problem, Indexing with Binary Search Trees; MuléMel Indexing, B-Trees
Example of Creating a B-Tree, An Object-OrientegpieReentation of B-Trees
B-Tree Methods; Nomenclature, Formal DefinitionBsflree Properties, Wors

10 Hours

31

S

he

t

case Search Depth, Deletion, Merging and RedigtabuRedistribution during

)




insertion; B* Trees, Buffering of pages; Virtual Bees; Variable-lengt
Records and keys.

—

Module — 4

Indexed Sequential File Access and Prefix B + Treedndexed Sequentiall0 Hours
Access, Maintaining a Sequence Set, Adding a Sitmglex to the Sequence Set,
The Content of the IndeSeparators Instead of Keys, The Simple Prefix BeeTr
and its maintenance, Index Set Block Size, Inte®@licture of Index Set
Blocks: A Variable-order B- Tree, Loading a Simpleefix B+ Trees, B-Trees,
B+ Trees and Simple Prefix B+ Trees in Perspective.

Module — 5

Hashing: Introduction, A Simple Hashing Algorithm, Hashingirf€tions and 10 Hours
Record Distribution, How much Extra Memory should hsed?, Collision
resolution by progressive overflow, Buckets, Makuohgletions, Other collision
resolution techniques, Patterns of record access.
Extendible Hashing: How Extendible Hashing Works, Implementation,
Deletion, Extendible Hashing Performance, Altena#pproaches.

Course outcomes The students should be able to:

» Choose appropriate file structure for storage iegartation.

* ldentify a suitable sorting technique to arrangedhta.

» Select suitable indexing and hashing techniquebdtier performance to a given
problem.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Michael J. Folk, Bill Zoellick, Greg RiccardFile Structures-An Object Oriented

Approach with C++, ¥ Edition, Pearson Education, 1998. (Chapters 1 2d
excluding 1.4, 1.5, 5.5, 5.6, 8.6, 8.7, 8.8)

Reference Books:

1. K.R. Venugopal, K.G. Srinivas, P.M. Krishnaraj: ditructures Using C++, Tal
McGraw-Hill, 2008.

2. Scot Robert Ladd: C++ Components and Algorithms3 BRblications, 1993.

3. Raghu Ramakrishan and Johannes Gehrke: Databasegbtaant Systems,™3
Edition, McGraw Hill, 2003.

[a



SOFTWARE TESTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 151S63 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Differentiate the various testing techniques

* Analyze the problem and derive suitable test cases.
* Apply suitable technique for designing of flow ghap
» Explain the need for planning and monitoring a pesc

Module — 1 Teaching
Hours

Basics of Software Testin¢ Basic definitions, Software Quality , Requirements0 Hours
Behaviour and Correctness, Correctness versus HRilia Testing and
Debugging, Test cases, Insights from a Venn diagidentifying test cases,
Test-generation Strategies, Test Metrics, Error fandt taxonomies , Levels of
testing, Testing and Verification, Static Testin@roblem Statements:
Generalized pseudocode, the triangle problem, tetDate function, the
commission problem, the SATM (Simple Automatic €elMachine) problem,
the currency converter, Saturn windshield wiper
T1:Chapterl, T3:Chapterl, T1:Chapter2.

14

Module — 2

Functional Testing: Boundary value analysis, Robustness testing, \Abarst| 10 Hours
testing, Robust Worst testing for triangle probleMextdate problem an
commission problem, Equivalence classes, Equivel¢éest cases for the triangle
problem, NextDate function, and the commission o) Guidelines an
observations, Decision tables, Test cases for tiaagle problem, NextDat
function, and the commission problem, Guidelinesl abservations.Fault
Based Testing:Overview, Assumptions in fault based testing, Motaanalysis
Fault-based adequacy criteria, Variations on managinalysis.

T1: Chapter 5, 6 & 7, T2: Chapter 16

[oX

D =

Module — 3

Structural Testing: Overview, Statement testing, Branch testing, Cdonlit 10 Hours
testing , Path testing: DD paths, Test coveragé&riecse Basis path testing
guidelines and observations, Data —Flow testingind®n-Use testing, Slicet
based testing, Guidelines and observatidrest Execution: Overview of test
execution, from test case specification to tesegaScaffolding, Generic versus
specific scaffolding, Test oracles, Self-checksr@gles, Capture and replay
T3:Section 6.2.1, T3:Section 6.2.4, T1:Chapter&® 10, T2:Chapter 17

Module — 4

Process Framework Basic principles: Sensitivity, redundancy, restoict| 10 Hours
partition, visibility, Feedback, the quality prosesPlanning and monitoring,

Quality goals, Dependability properties ,Analysesiing, Improving the process,
Organizational factors.

Planning and Monitoring the Process:Quality and process, Test and analysis
strategies and plans, Risk planning, monitoring fitecess, Improving th




process, the quality team
Documenting Analysis and Test: Organizing documents, Test strate

document, Analysis and test plan, Test design Bpations documents, Test and

analysis reports.
T2: Chapter 3 & 4, T2: Chapter 20, T2: Chapter 24.

gy

Module — 5

Integration and Componen-Based Software Testing:Overview, Integratior

10 Hours

testing strategies, Testing components and assesni8ystem, Acceptance and

Regression Testing: Overview, System testing, Azcege testing, Usability
Regression testing, Regression test selection igobs, Test case prioritizatic
and selective executioh.evels of Testing, Integration Testing: Traditional
view of testing levels, Alternative life-cycle mdge The SATM system
Separating integration and system testing, A clések at the SATM system
Decomposition-based, call graph-based, Path-basegrations
T2: Chapter 21 & 22, T1 : Chapter 12 & 13

n

Course outcomes The students should be able to:

» Derive test cases for any given problem

» Compare the different testing techniques

» Classify the problem into suitable testing model

* Apply the appropriate technique for the designl@ivfgraph.
» Create appropriate document for the software anttefa

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag

module.

Text Books:

1. Paul C. Jorgensen: Software Testing, A CraftsmApjzroach, ' Edition, Au
Publications, 2008. (Listed topics only from Chaptg, 2, 5, 6, 7, 9, 10, 12,

erbach
13)

2. Mauro Pezze, Michal Young: Software Testing andIygia — Process, Principles and
Techniques, Wiley India, 2009. (Listed topics ofitym Chapters 3, 4, 16, 17, 20,21,

22,24)

3. Aditya P Mathur: Foundations of Software Testingai®on Education, 2008.( Listed

topics only from Section 1.2,1.3,1.4,1.5,,1.82,6.2.1,6.2.4)

Reference Books:

1. Software testing Principles and Practices — Gopalasy Ramesh, Srinivasan Desikan

nd Edition, Pearson, 2007.
2. Software Testing — Ron Patton, 2nd edition, PeaEstucation, 2004.
3. The Craft of Software Testing — Brian Marrick, P Education, 1995.
4. Anirban Basu, Software Quality Assurance, Testimg) lsletrics, PHI, 2015.
5. Naresh Chauhan, Software Testing, Oxford Univesigss.

, 2



OPERATING SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS64 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Introduce concepts and terminology used in OS
Explain threading and multithreaded systems
lllustrate process synchronization and concepteddiock

techniques

Introduce Memory and Virtual memory management Bjlstem and storage

Module — 1

Teaching
Hours

Introduction to operating systems, System structure: What operating systen
do; Computer System organization; Computer Systerhitacture; Operatin
System structure; Operating System operations;eBsmanagement; Memo
management; Storage management; Protection anditgelustributed system
Special-purpose systems; Computing environmentgrddpg System Service
User - Operating System interface; System callge§yof system calls; Syste
programs; Operating system design and implementat@perating Systen
structure; Virtual machines; Operating System gatnan; System bootProcess

Management Process concept; Process scheduling; Operationpracesses|

Inter process communication

s10 Hours
J

ry
S

m

=}

Module — 2

Multi -threaded Programming: Overview; Multithreading models; Thred
Libraries; Threading issues. Process SchedulingicBaoncepts; Schedulin
Criteria; Scheduling Algorithms; Multiple-processoscheduling; Threa
scheduling. Process Synchronization: Synchronization: The critical sectid
problem; Peterson’s solution; Synchronization handy Semaphores; Classic
problems of synchronization; Monitors.

1d.0 Hours

g9
)
n

ral

Module — 3

Deadlocks :Deadlocks; System model; Deadlock characterizafibethods for
handling deadlocks; Deadlock prevention; Deadlocloidance; Deadloc
detection and recovery from deadlocklemory Management: Memory

management strategies: Background; Swapping; Qenigymemory allocation,;

Paging; Structure of page table; Segmentation.

10 Hours
K

Module — 4

Virtual Memory Management: Background; Demand paging; Copy-on-wri
Page replacement; Allocation of frames; Thrashingile System,
Implementation of File System:File system: File concept; Access methg
Directory structure; File system mounting; File ashg; Protection
Implementing File system: File system structurde Rystem implementatior

ite:0 Hours

ds;

Directory implementation; Allocation methods; Feggace management.

Module — 5

Secondary Storage Structures, Protection:Mass storage structures; DiskO Hours




structure; Disk attachment; Disk scheduling; Disknagement; Swap space
management. Protection: Goals of protection, Rplasiof protection, Domain ¢
protection, Access matrix, Implementation of accessrix, Access control,
Revocation of access rights, Capability- BasedesystCase Study: The Linux
Operating System: Linux history; Design principles; Kernel moduld3rocess
management; Scheduling; Memory Management; Fileesys Input and output;
Inter-process communication. r

—n

Course outcomes The students should be able to:

» Demonstrate need for OS and different types of OS

* Apply suitable techniques for management of deifieresources

» Use processor, memory, storage and file system @

» Realize the different concepts of OS in platfornusége through case studies

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Abraham Silberschatz, Peter Baer Galvin, Greg Gagperating System Principle® 7
edition, Wiley-India, 2006.

Reference Books

1. Ann McHoes Ida M Fylnn, Understanding Operatingt8ys Cengage Learning"6
Edition

2. D.M Dhamdhere, Operating Systems: A Concept Baggatdach 3rd Ed, McGraw-
Hill, 2013.

3. P.C.P. Bhatt, An Introduction to Operating Syste@ancepts and Practice 4th Edition
PHI(EEE), 2014.

4. William Stallings Operating Systems: Internals &wesign Principles, 6th Edition,
Pearson.




DATA MINING AND DATA WAREHOUSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS651 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Define multi-dimensional data models.
» Explain rules related to association, classificaand clustering analysis.
» Compare and contrast between different classifoaind clustering algorithms

Module — 1 Teaching
Hours

Data Warehousin¢ & modeling: Basic Concepts: Data Warehousing:| 8 Hours
multitier Architecture, Data warehouse models: Eirise warehouse, Data mart
and virtual warehouse, Extraction, Transformatiowl doading, Data Cube: A
multidimensional data model, Stars, Snowflakes dract constellations:
Schemas for multidimensional Data models, Dimerssidrhe role of concey
Hierarchies, Measures: Their Categorization and paation, Typical OLAP,
Operations.

—

Module — 2

Data warehouse implementation& Data mining: Efficient Data Cube 8 Hours
computation: An overview, Indexing OLAP Data: Bitmendex and join index,
Efficient processing of OLAP Queries, OLAP servechitecture ROLAP versus
MOLAP Versus HOLAP.: Introduction: What is data mining, Challenges, Data
Mining Tasks, Data: Types of Data, Data QualitytdDRreprocessing, Measures
of Similarity and Dissimilarity,

Module — 3

Association Analysis Association Analysis: Problem Definition, Frequéteim | 8 Hours
set Generation, Rule generation. Alternative Meshtmt Generating Frequent
Item sets, FP-Growth Algorithm, Evaluation of Asstion Patterns.

Module — 4

Classification : Decision Trees Inductionylethod for Comparing Classifiers8 Hours
Rule Based Classifiers, Nearest Neighbor Classifidayesian Classifiers.

Module — 5

Clustering Analysis: Overview, K-Means, Agglomerative Hierarchi¢ca8 Hours
Clustering, DBSCAN, Cluster Evaluation, Density-BdsClustering, Graph
Based Clustering, Scalable Clustering Algorithms.

Course outcomes The students should be able to:

* Identify data mining problems and implement thead@arehouse
» Write association rules for a given data pattern.
» Choose between classification and clustering smiuti

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.




The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Pang-Ning Tan, Michael Steinbach, Vipin Kumar: d¢mohuction to Data Mining
Pearson, First impression,2014.

2. Jiawei Han, Micheline Kamber, Jian Pei: Data Mini@pncepts and Technique&’
Edition, Morgan Kaufmann Publisher, 2012.

W

Reference Books:

1. Sam Anahory, Dennis Murray: Data Warehousing inRieal World, Pearson,Tenth
Impression,2012.
2. Michael.J.Berry,Gordon.S.Linoff: Mastering Data hhg , Wiley Edition, second
edtion,2012.




SYSTEM SOFTWARE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 151S652 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Define System Software such as Assemblers, Loaliellsers and Macroprocessors
* Familiarize with source file, object file and extathle file structures and libraries

(@)

» Describe the front-end and back-end phases of demand their importance ft
students
Module — 1 Teaching

Hours

Introduction to System Software, Machine Architeetwf SIC and SIC/XE|. 08 Hours
Assemblers:Basic assembler functions, machine dependent assefebtures
machine independent assembler features, assembksignd options
Macroprocessors:Basicmacro processor functions, machine independentanacr
processor features, Macro processor design opfiimpsementation examples
Text book 1: Chapter 1:(1.1-1.3.2), Chapter2: 2:12.4 ,Chapter4

Module — 2

Loaders and Linkers: Basic Loader Function®esign of an absolute loader, 88 Hours
simple Bootstrap loader, Machine-dependent loaglatufes-relocation, program
linking, algorithm and data structures for a linkilmader, Machine —independent
loader features-automatic library search, Loadéionp, loader design option
linkage editor, dynamic linkage, bootstrap loadamplementation examples-MS
DOS linker.

Text book 1 : Chapter 3

(92}
1

Module — 3

System File and Library Structure: Introduction, Library And File 08 Hours
Organization, Design Of A Record Source Prograra Biructure, Object Code

Object File, Object File Structure, Executable FHxecutable File Structure
Libraries, Image File Structur®©bject Code translators: introduction, binary
code translators, object code translators, translgprocess, hybrid method,
applications

Reference 1: chapter 5 and chapter 15

Module — 4

Lexical Analysis: Introduction, Alphabets And Tokens In Computengaages| 08 Hours
Representation, Token Recognition And Finite Auttapnémplementation, Error
Recovery.

Text book 2: Chapter 1(1.1-1.5), Chapter 3(3.1-3.5)

Module — 5

Syntax Analysis Introduction, Role Of Parsers, Context Free Gramm®&op| 08 Hours
Down Parsers, Bottom-Up Parsers, Operator-Precedeaising
Text book 2: Chapter 4 (4.1 — 4.6)

Course outcomes The students should be able to:




» Explain system software such as assemblers, lgdaemrs and macroprocessors
» Design and develop lexical analyzers, parsers add generators
» Utilize lex and yacc tools for implementing diffeteconcepts of system software

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. System Software by Leland. L. Beck, D Manjuld,lition, 2012

2. Compilers-Principles, Techniques and Tools by Alfke Aho, Monica S. Lam, Ravi

Sethi, Jeffrey D. Ullman. Pearsoff? dition, 2007

Reference Books:

1. Systems programming — Srimanta Pal , Oxford uniepsess, 2016
System software and operating system by D. M. Dhrered TMG

Compiler Design, K Muneeswaran, Oxford Univers$trgss 2013.
System programming and Compiler Design, K C Lou@sngage Learning

o




OPERATIONS RESEARCH
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS653 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Formulate optimization problem as a linear prograngnproblem.
» Solve optimization problems using simplex method.

* Formulate and solve transportation and assignpremiems.

* Apply game theory for decision making problems.

Module - 1

Teaching
Hours

Introduction, Linear Programming: Introduction: The origin, nature ar
impact of OR; Defining the problem and gatheringtagaFormulating &

mathematical model; Deriving solutions from the mlpdlesting the model;

Preparing to apply the model; Implementation .

Introduction to Linear Programming Problem (LPP): Prototype example
Assumptions of LPP, Formulation of LPP and Graghiogethod various
examples.

@ Hours
|

Module — 2

Simplex Method- 1: The essence of the simplex method; Setting upithelax

method; Types of variables, Algebra of the simptethod; the simplex methad

in tabular form; Tie breaking in the simplex meth&iy M method, Two phas
method.

8 Hours

Module — 3

Simplex Methoc — 2: Duality Theory - The essence of duality theory, Prim& Hours

dual relationship, conversion of primal to duallgem and vice versa. The dyal

simplex method.

Module — 4

Transportation and Assignment Problems:The transportation problem, Initi
Basic Feasible Solution (IBFS) by North West Corferle method, Matrix
Minima Method, Vogel's Approximation Method. Optitreolution by Modified
Distribution Method (MODI). The Assignment proble/k Hungarian algorithm]
for the assignment problem. Minimization and Maxation varieties i
transportation and assignment problems.

aB Hours

Module — 5

Game Theory.: Game Theory: The formulation of two persons, zemm games

saddle point, maximin and minimax principle, Sotysimple games- a prototype

example; Games with mixed strategies; Graphicait&wsl procedure.
Metaheuristics: The nature of Metaheuristics, Tabu Search, Simal
Annealing, Genetic Algorithms.

8 Hours

ate

Course outcomes The students should be able to:

» Select and apply optimization techniques for vagiptoblems.

* Model the given problem as transportation and assént problem and solve.

» Apply game theory for decision support system.




Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. D.S. Hira and P.K. Gupta, Operations Research,i¢@e\Edition), Published by S.
Chand & Company Ltd, 2014

Reference Books:

1. S Kalavathy, Operation Research, Vikas Publishingdé¢ Pvt Limited, 01-Aug-2002
2. S D Sharma, Operation Researn€bdar Nath Ram Nath Publishers.




DISTRIBUTED COMPUTING SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS654 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Explain distributed system, their characteristatgllenges and system models.
» Describe IPC mechanisms tonremunicate between distributed objects
» lllustrate the operating system support a&ile Service architecturen a distributed

system
* Analyze the fundamental concepts, algorithms rdltdesynchronization.
Module — 1 Teaching

Hours

Characterization of Distributed Systems: Introduction, Examples of D$,8 Hours
Resource sharing and the Web, Challenges
System Models:Architectural Models, Fundamental Models

Module — 2

Inter Process Communication:Introduction, API for Internet Protocols, 8 Hours
External Data Representation and Marshalling,i€heServer Communication
Group Communication

Distributed Objects and RMI: Introduction, Communication between
Distributed Objects, RPC, Events and Notifications

Module — 3

Operating System Support:Introduction, The OS layer, Protection, Processes Hours
and Threads, Communication and Invocation , Opggatystem architecture
Distributed File Systems:Introduction, File Service architecture, Sun Networ
File System

Module — 4

Time and Global States: Introduction, Clocks, events and process stat8%lours
Synchronizing physical clocks, Logical time andidag clocks, Global states
Coordination and Agreement: Introduction, Distributed mutual exclusion,
Elections

Module — 5

Distributed Transactions: Introduction, Flat and nested distributed transastj| 8 Hours
Atomic commit protocols, Concurrency control in tdisuted transactions,
distributed deadlocks

Course outcomes The students should be able to:

» Explain the characteristics of a distributed sys&omg with its and design
challenges

e lllustrate the mechanism of IPC between distributiejkcts

» Describe the distributed file service architectanel the important characteristics of
SUN NFS.

« Discuss concurrency control algorithms appliedigtributed transactions

Question paper pattern:
The question paper will have TEN questions.




There will be TWO questions from each module.
Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. George Coulouris, Jean Dollimore and Tim Kindb@&tgtributed Systems — Concepts and
Design, §' Edition, Pearson Publications, 2009

Reference Books:

1. Andrew S Tanenbaum: Distributed Operating Syst@figdition, Pearson publication,
2007

2. Ajay D. Kshemkalyani and Mukesh Singhal, Distriltuit@omputing: Principles,
Algorithms and Systems, Cambridge University Pr2888

3. Sunita Mahajan, Seema Shan, “ Distributed Computi@gford University Press,2015




SOFTWARE TESTING LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15ISL67 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

* Analyse the requirements for the given problemestaint

» Design and implement various solutions for the gipeoblem

» Employ various design strategies for problem s@vin

» Construct control flow graphs for the solution tigimplemented
» Create appropriate document for the software artefa

Description (If any):

Design, develop, and implement the specified allyors for the following problems using
any language of your choice under LINUX /Windowsiesnment.

Lab Experiments:

1.

Design and develop a program in a language of yhaice to solve the triang
problem defined as follows: Accept three integetsctv are supposed to be the th
sides of a triangle and determine if the three esltepresent an equilateral triang
isosceles triangle, scalene triangle, or they dderm a triangle at all. Assume that t
upper limit for the size of any side is 10. Deriest cases for your program based
boundary-value analysis, execute the test casediaouks the results.

Design, develop, code and run the program in antalde language to solve th
commission problem. Analyze it from the perspect¥doundary value testing, deri
different test cases, execute these test casedisoubs the test results.

Design, develop, code and run the program in aitglda language to implement tf
NextDate function. Analyze it from the perspectifeboundary value testing, deri
different test cases, execute these test casedisuss the test results.

Design and develop a program in a language of yhaice to solve the triang
problem defined as follows: Accept three integetsctv are supposed to be the th
sides of a triangle and determine if the three esltepresent an equilateral triang
isosceles triangle, scalene triangle, or they dderm a triangle at all. Assume that t
upper limit for the size of any side is 10. Deriest cases for your program based
equivalence class partitioning, execute the testsand discuss the results.

Design, develop, code and run the program in antalda language to solve th
commission problem. Analyze it from the perspectofeequivalence class testin
derive different test cases, execute these tees @sl discuss the test results.

Design, develop, code and run the program in artglda language to implement tf
NextDate function. Analyze it from the perspectofeequivalence class value testin
derive different test cases, execute these tees @sl discuss the test results.

Design and develop a program in a language of yhamice to solve the triang
problem defined as follows: Accept three integetsctv are supposed to be the th
sides of a triangle and determine if the three esltepresent an equilateral triang
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10.

11.

12.

isosceles triangle, scalene triangle, or they ddoren a triangle at all. Derive test cas
for your program based on decision-table approagb¢ute the test cases and disg
the results.

Design, develop, code and run the program in antalda language to solve the

commission problem. Analyze it from the perspecifedecision table-based testin
derive different test cases, execute these tees @sl discuss the test results.

Design, develop, code and run the program in antalde language to solve th
commission problem. Analyze it from the perspectofe dataflow testing, deriv
different test cases, execute these test casedisnubs the test results.

Design, develop, code and run the program in aitglsda language to implement the
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binary search algorithm. Determine the basis patttsusing them derive different test

cases, execute these test cases and discusst e tdis.

Design, develop, code and run the program in aitglda language to implement the
quicksort algorithm. Determine the basis paths asthg them derive different test

cases, execute these test cases and discusst s tdis.

Design, develop, code and run the program in aitplda language to implement an

absolute letter grading procedure, making suitadsumptions. Determine the ba
paths and using them derive different test cases;ute these test cases and discuss
test results

Study Experiment / Project:

1.

. Design, develop, code and run the program in antalda language to solve th

Design, develop, code and run the program in artgtda language to solve the triang
problem. Analyze it from the perspective of datafli@sting, derive different test case
execute these test cases and discuss the tessresul

Nextdate problem. Analyze it from the perspectifedecision table-based testin
derive different test cases, execute these tess@sl discuss the test results.
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Course outcomes The students should be able to:

List out the requirements for the given problem

Design and implement the solution for given problarany programming
language(C,C++,JAVA)

Derive test cases for any given problem

Apply the appropriate technique for the designl@ivfgraph.

Create appropriate document for the software artefa

Conduction of Practical Examination:

1. All laboratory experiments are to be included faagtical examination.

2. Students are allowed to pick one experiment froenloh

3. Strictly follow the instructions as printed on tt@&ver page of answer script for
breakup of marks

4. Procedure + Conduction + Viva: 35 + 35 + 10 (80)

5. Change of experiment is allowed only once and malik¢ted to the procedure

part to be made zero




FILE STRUCTURES LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15ISL68 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

* Apply the concepts of Unix IPC to implement a gifenction.
* Measure the performance of different file strucsure

* Write a program to manage operations on giversiikem.

» Demonstrate hashing and indexing techniques

Description (If any):

Design, develop, and implement the following progsa

Lab Experiments:

PART A

1. Write a program to read series of names, one pey ffom standard input and write
these names spelled in reverse order to the sthioddput using 1/O redirection and
pipes. Repeat the exercise using an input fileiBpdcoy the user instead of the
standard input and using an output file specifigdh® user instead of the standard
output.

2. Write a program to read and write student objedth fixed-length records and the
fields delimited by “|”. Implement pack ( ), unpa¢k, modify ( ) and search (
methods.

p—

3. Write a program to read and write student objedth Wariable - Length record
using any suitable record structure. Implement gagkunpack (), modify () an
search () methods.

OO

4. Write a program to write student objects with Vhalea- Length records using any
suitable record structure and to read from thesdilstudent record using RRN.

5. Write a program to implement simple index on priykey for a file of student
objects. Implement add (), search (), deletading the index.

—n

6. Write a program to implement index on secondasy, khe name, for a file g
student objects. Implement add (), search ( gtddl) using the secondary index.

7. Write a program to read two lists of names and thatch the names in the two lists
using Consequential Match based on a single loapp@® the names common to
both the lists.

8. Write a program to read k Lists of names and méhgen using k-way merg
algorithm with k = 8.

D

PartB  --- Mini project:

Student should develop mini project on the topientioned below or similar applications
Document processing, transaction management, indexd and hashing, buffer
management, configuration management. Not limiteda these.

Course outcomes The students should be able to:




* Implement operations related to files
* Apply the concepts of file system to produce thesgiapplication.
» Evaluate performance of various file systems oemiparameters.

Conduction of Practical Examination:
1. All laboratory experiments from part A are to beluded for practical
examination.
Mini project has to be evaluated for 30 Marks asgb).
Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi
Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:
a) Part A: Procedure + Conduction + Viva:10 + 35 +B #arks
b) Part B: Demonstration + Report + Viva voce = 15+1®+= 30 Marks
7. Change of experiment is allowed only once and maliksted to the procedure
part to be made zero.
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